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1 Introduction

Macroeconomic models used in academic research as wellpedi@t institutions are often esti-
mated rather than calibrated. A large literature deals thithestimation of Dynamic Stochastic
General Equilibrium (DSGE) models (see, e.g., An and Stleddte, 2007; Fernandez-Villaverde,
2010; Herbst and Schorfheide, 2015) and how to use estimateléls for policy analysis and fore-
casting (see, e.g., Adolfson et al., 2007; Alvarez-Loislet2008; Smets et al., 2010; Sbordone
et al., 2010; Del Negro and Schorfheide, 2013; Wieland anttafg 2013). However, relatively
few papers have studied the impact of the choice of obsextabk series, their measurement and
time series characteristics for the estimation outcomsteld, often a standard set of observables
along the lines of Smets and Wouters (2007) is used to es€iD&GE models.

Guerron-Quintana (2010) shows that a careful selectiomhefobservables is important, be-
cause alternative combinations of observables can leadrtodifferent estimated key parameters
and change the economic implications of estimated modeélstantially. A number of papers have
considered that some data series might be imprecisely meshand have therefore included mea-
surement errors in addition to the models’ structural shdske, e.g., Ireland, 2004; Edge et al.,
2008). Boivin and Giannoni (2006) question whether ecorowariables can be properly mea-
sured by single indicators at all and introduced techniqoestimate DSGE models based on rich
datasets. Gali et al. (2012) and Justiniano et al. (2018 #pecifically at the measurement of
wages and propose combining two different wage measurésweiy different time series prop-
erties. Justiniano et al. (2013) show that using only oneewagasure based on highly volatile
compensation leads to an implausibly large standard deniaf estimated wage mark-up shocks
and misleading implications for the inflation-output traafé

Regarding hours per capita, many researchers have analyaedes in labor supply that imply
that hours per capita are non-stationary. This can be cduysleav-frequent structural changes like,
for example, demographic trends, sectoral shifts betwleemptblic and private sector, changes in
the tax code and changing preferences. Christiano et @3f2Chari et al. (2005), Basu et al.
(2006) and Francis and Ramey (2009) show that the correatimient of such a low frequency
component of hours worked is crucial for avoiding erronefgdings regarding propagation mech-
anisms and the sources of business cycles in structural @aRlysis.

Much less work has been conducted on the implications ofyjusieasures of hours per capita
that include low-frequent dynamics in the estimation of ES@odels. Regarding the effects of
the changing share of prime age workers in the working-agelption caused by the baby boomer
cohort, Francis and Ramey (2009) show using a simple modetliis can affect aggregate hours
per capita. They further show that sectoral shifts betwéenprivate and public sector lead to
mismeasured aggregate hours per capita if one uses hours private sector—as is done in the
estimation of most DSGE models—rather than total hours lofedtors. Different cohorts and
sectoral shifts are not modeled in standard DSGE models.oufshper capita are nevertheless
used without correction for demographic trends and secsbitis, then the resulting low-frequent
dynamics of aggregate hours per capita are erroneouslgpiated through the model’s lens as
cyclical variations in hours.

To my knowledge Chang et al. (2007) are the only ones that tizeetly addressed the dis-



crepancy between observed non-stationary hours per Gapitthe assumptions regarding hours in
standard models by adding non-stationary labor supplykshtitheir model. However, only in
a version without frictions in the adjustment of labor inptite specification with non-stationary
labor supply shocks is supported by the data, while with dtictions the specification with sta-
tionary labor supply shocks is preferred even though thigies a mismatch between the model
assumptions and the data characteristics.

Despite the possible non-stationarity of standard measiigours per capita, they are regularly
used as an observable in the estimation of DSGE models vtiipusting the model accordingly
or correcting the data to exclude low-frequent movemerds ¢annot be explained by the model.
| show that this can lead to erroneous findings of model-basedlysis. In particular, | focus on
the implications of the measurement of hours per capita odetdoased output gap estimates. |
show that model-based output gap estimates are closebdittkobservable hours per capita. Sala
et al. (2010) explain that this is because hours per capétahar main determinant of the labor
wedge which in turn is the main determinant of the output gestdandard DSGE models. Hence,
variations in aggregate hours that are caused by demographis, are erroneously interpreted by
the model as inefficiencies in the labor market and are theladed in the output gap rather than
interpreting them as a change in steady state hours.

Not accounting for low-frequent hours dynamics can hawgelaffects on output gap estimates.
A number of recent papers document a persistently negatveutbut gap since the global financial
crisis of 2008/2009. Barsky et al. (2014) estimate the dugjpp in a modified version of the model
by Smets and Wouters using hours in the non-farm businessrgecremain at -15% after the
financial crisis until their sample end in 2013. Del Negrolet2015a) show that the DSGE model
of the New York Fed implies a persistently negative output tfeat only very gradually moves
from -5% in 2010 to -3% in 2015 and is projected to remain therél 2017. Per capita hours
in non-farm payrolls which are restricted to the privatetseare used for the estimation. Using
a very similar model and average weekly hours of productiwh @onsupervisory employees for
total private industries multiplied with the employmempollation ratio Del Negro et al. (2015b)
find an output gap that moves from -10% in 2010 to -8% in 2013c@yrast, output gap estimates
with other methods than DSGE models, like the productiomtion approach by the Congressional
Budget Office or the state space models proposed by Laubddiiirams (2003), Fleischman and
Roberts (2011), and Kiley (2015), imply a gradually closmgput gap after the financial crisis as
documented in Kiley (2015) and Laubach and Williams (2015).

| use a standard medium-scale DSGE model and show that é&stjtisis model with standard
hours per capita measures leads indeed to a persistentijiveegutput gap after the financial crisis
of 2008/2009" Comparing the estimated output gap and the hours per capits confirms the
finding by Sala et al. (2010) that hours per capita are the ohetierminant of the output gap.

Next, | replicate and update the analysis in Francis and R4&®09), who correct hours per
capita for low-frequent movements. First, they proposegisbtal hours rather than hours in the

1| find that the exact level of the output gap following the fiiah crisis depends on whether and how one includes
data on interest rate expectations in the estimation towetdor the zero lower bound. The high persistence of the
negative output gap since the financial crisis is, howeneependent of this specific choice and is caused by perjsten
low hours per capita in the private sector as will be showénrtext sections.



private sector. Second, they correct hours per capita éoeffects caused by the changing share of
prime age workers in the working-age population due to they li@omer cohort. Both adjustments
avoid a large decrease in the low-frequent component ofshioetween 1960 and 1990. The large
decrease in private hours from 1950 to about 1970, is ceddny accounting for the increase in
government hours during the same time. Low per capita ha@wsed by the baby boomer cohort of
which a large fraction was young and working less hours thiamgoage workers between 1960 and
1990 is corrected via the demographic adjustment of thesheenies. Similarly, the large increase
in per capita hours during the 1990s when the baby boomenrtotaved to the prime age worker
group is corrected.

The sample analysed by Francis and Ramey (2009) ends in 20flé, | have updated their
adjustment of hours per capita until the end of 2015. | shat skectoral and demographic shifts
are of particular importance for the period after 2007. \Wipitivate business hours decreased by
more than 10% during the financial crisis and only very grégugcreased afterwards, hours in the
government sector stayed constant and hours in the non-pectior even increased by 3%. Total
hours decreased by about 7.5% so that focusing on privates cauld overstate the decrease in
hours during the financial crisis. | show that this leads ol output gap estimates during the
financial crisis.

Even more important than sectoral shifts are demograplaogds after 2007. | show that the
population share of people aged 65 and over has startedreage substantially since 2006 from
15.9% to 18.8% in 2015. Hence, the beginning of the retirdmaeve of the baby boomer co-
hort coincides roughly with the beginning of the financiasis. People of ages 65 and over work
substantially less than prime age workers so that the ne¢iné wave of the baby boomer cohort in-
duces a decrease in aggregate hours and hence depressebasedeoutput gap estimates after the
financial crisis. Once, | apply the demographic correctiomppsed by Francis and Ramey (2009)
aggregate hours increase after the financial crisis andutpibgap does not remain persistently
negative, but rather closes gradually until 2015.

Hence, the mismatch between the model assumptions and tthehkracteristics can lead to
substantial distortions in estimated output gaps. Insafah estimates are used in the policy process
at central banks, erroneously low output gap estimates aam flar reaching implications. | further
show, that the demographic effects via hours on estimatgglibgaps will continue and intensify
in the future. The population share of people aged betweean8%4 has steadily increased from
10% in the mid-1990s to 16% in 2015 so that the retirement wévee baby boomer cohort will
continue and intensify over the next decade. Without deapgcally adjusting hours per capita
output gap estimates of standard DSGE models will be too l@v the coming years.

The remainder of this paper proceeds as follows. Sectiortlhes the medium scale DSGE
model used for estimating the output gap. Section 3 showghbamodel-based output gap esti-
mates are closely linked to hours per capita and explainsetsons for this. In section 4 | replicate
and update the correction of low-frequent movements in hguoposed by Francis and Ramey
(2009) and show the effects of sectoral shifts and demograulijustments on the measurement of
hours and estimates of the output gap after the financiascr&nally, section 5 summarizes the
findings and concludes.



2 A Medium-Scale DSGE Model with Financial Frictions

The model used is a standard DSGE model based on Smets andr$R@07) which is extended
to include financial frictions as in Bernanke et al. (1999heTame model has been used in Del
Negro and Schorfheide (2013) and Del Negro et al. (2015)s # medium-scale DSGE model
which is similar to models that are regularly used at certaalks.

Long-run growth is described by a neoclassical core modébasiness cycle fluctuations are
generated by a variety of structural shocks combined withraber of nominal and real frictions.
Nominal frictions include sticky prices and wages, pricd arage indexation and the financial ac-
celerator mechanism and real frictions include habit faioma investment adjustment costs and
capital utilization adjustment costs. Other specific fezglof the model are the non-separability of
utility in consumption and leisure, the usage of the aggarday Kimball (1995) which implies a
non-constant elasticity of demand rather than the Dixipist aggregator and fixed costs in produc-
tion. The model contains eight structural shocks and is étgbt time series. Among the shocks are
a total factor productivity shock, a risk premium shock, avestment-specific technology shock,
a wage mark-up shock, a price mark-up shock, a governmentsmgeshock, a monetary policy
shock, and a spread shock. All shock processes are serdatislated.

2.1 Model Equations

The model is so well known that | only shortly describe theliogarized equations and refer the
reader for more details to the literature cited above. Allalgles in the following are expressed in
log deviations from their non-stochastic steady state.

Z denotes the linearly detrended log productivity processfaliows an autoregressive process:
Z = p.Zi—1 + 0.€,4. Non-stationary variables are detrended4y= e””ﬁg’f, wherey denotes
the steady state growth rate. denotes the growth rate &f; in deviations fromy and follows the
processy, = In(Z;/Zi—1) — v = 2= (p> — 1)Z-1 + 72502624

The consumption Euler equation can be derived from comditiie households’ first order
conditions for consumption and bond holdings and is given by

et = ci(ei—1 —2¢) + (1 — 1) Eyfegr + 2e41] + ea(Ly — Ey[Lisa]) — c3(Re — Efmga] + ). (1)

The parameters ar@ = (he™7)/(1 + he™?), c2 = [(0. — 1)(w«Li/cs)]/[oc(1 + he™7)] and

cs = (1 — he™)/[(1 + he ")o.]. h governs the degree of habit formation, is the inverse
of the intertemporal elasticity of substition and parameteith ax subscript denote steady state
values.? denotes an AR(1) shock process on the premium over the tbatra controlled interest
rate. Consumption is a weighted average of past and expédig® consumption due to habit
formation. Consumption depends on hours workeg, because of their nonseparability in the
utility function. When consumption and hours are completsén. > 1), consumption increases
with current hours and decreases with expected hours nextdpeTlhe real interest rate and the
shock term affect aggregate demand by inducing interteahgabstitution in consumption.



The investment Euler equation is given by:
i = i1 (ig—1 — 2¢) + (1 — i) Byligs1 + ze41] + doq + €}, )

wherei; = 1/(1 + Be(1=79)7) andiy = 1/((1 4+ Bel=7)7)e>7$). B denotes the discount factor,
¢ the elasticity of the capital adjustment cost functignTobin’s Q ande! an investment specific
technology shock that follows an AR(1) process. Currentstment is a weighted average of past
and expected future investment due to the existence ofataijustment costs. It is positively
related to the real value of the existing capital stock. Teisendence decreases with the elasticity
of the capital adjustment cost function.

The law of motion for physical capital is given by:

ke = k1 (ki1 — 2¢) + (1 — ky)ig + koel, (3)

wherek; = (1 — i, /k,) andky = i, /k. (1 + Be(l1=¢)7)e27 ¢,
The introduction of financial frictions leads to a replacet the standard arbitrage condition
between the return to capital and the riskless rate withwefdllowing conditions:

By [REy = Bi| = byt Cop (af + k= o) + 0 (4)

and
RF —m = qurf + qogf — & 4, 5)

wheregq; = ¥/ (rk + (1 - §)) andgs = (1 — )/ (r¥ + (1 - §)). Rf denotes the gross nom-
inal return on capital for entrepreneurs amddenotes equity of entrepreneurs,, ; denotes an
AR(1) shock process that captures mean-preserving chamgjes cross-section dispersion of en-
trepreneurial equity. Equation (5) shows that the realevalithe existing capital stock is a positive
function of the rental rate of capital and a negative fumrctbthe real interest rate and the external
finance premium. Equation (4) determines the spread bettineeexpected return on capital and
the riskless interest rate. The net worth of entreprenewstves according to the following law of
motion:

ne =G, jih (Rf - 7Tt> —Cn,r (Ri—1 — m) +Cngi <Qf71 + kt—l) +Cnnni—1— (Cn,aw Ow,t—1- (6)
SP,Ow

Capital used in production depends on the capital utilimatate and the physical capital stock
of the previous period as new capital becomes effective avitly of one quarter:

ki =Fki1 +u — z. (7)

k; denotes effective capital (physical capital adjusted ler ¢apital utilization rate) and,; the
capital utilization rate.
Household income from renting capital services to firms depeonr) and changing capital



utilization is costly so that the capital utilization ratepgnds positively on the rental rate of capital:

up = (1— ) /¢ry, (8)

where) € [0,1] is a positive function of the elasticity of the capital w#tion adjustment cost
function.
Real marginal costs are given by:

mey = wy + aLy — aky, )

whereq is the income share of capital in the production function.
The capital-labor ratio is the same across all firms:

kt = Wt — T'f + Lt. (10)

The production process is assumed to be determined by a Bobglas production function
with fixed costs:
yr = Plaki + (1 —a)Ly) + (P —1)/(1 — a)z. (11)

The resource constraint is given by:
Yt = cycr + iy +uyur +€f —1/(1 — a)z, (12)

where outputy; is the sum of consumptiomr;, and investment,;, weighted with their steady state
ratios to output, = c./y. andi, = i, /y., the capital-utilization adjustment cost which depends
on the capital utilization ratey;, and the steady state ratio of this cost to output= rfk:* /Y, and
an exogenous government spending shdck! follows an AR(1) process and is also affected by
the technology shock.

Monopolistic competition, Calvo-style price contractsdandexation of prices that are not free
to be chosen optimally combine to yield the following Ppilicurve:

7 = mm—1 + T2 Ey [mi1] + msme + €, (13)

with 7y = 1,/ (14 Be(l=99)70,), mo = Bell=0e)7 / (1 4 Be(l=o¢)71,), 5 = 1/ (1 + Bell =974,
(1= Belt=oe07¢,) (1 - &,) / (£(® — 1)¢, + 1). This Phillips curve contains not only a forward-
looking but also a backward-looking inflation term becausprice indexation. Firms that cannot
adjust prices optimally either index their price to the laddnflation rate or to the steady-state infla-
tion rate. Note, this indexation assumption ensures absottte long-run Phillips curve is vertical.
&p denotes the Calvo parametey,governs the degree of backward indexationdetermines the
curvature of the Kimball aggregator. The mark-up shecfollows an ARMA(1,1) process.

A monopolistic labor market yields the condition that thegeamark-upy;’ equals the real
wage minus the marginal rate of substitutiams;:
5 (ct —he V(ci—1 — 2)) | s (14)

p = wy —mrsy = wy — UlLt+17,

he



whereo; characterizes the curvature of the disutility of labor.
The wage Phillips-Curve ist given by:

wy = wi(wi—1 — 2¢) + (1 — w1) EJwep1 + 241 + Tep1| — wom — wyme—y — wapey’ + €, (15)

wherew; = 1/(1 + Bell=7)7), wy = (1 + Bel=7071,) /(1 + Bel=7)7)), wy = 1,,/(1 +
Bell=007), andwy = 1/(1 + Be=77)(1 — Be1=706,)(1 — £4)/(€w((dw — Dew +1)). The
parameter definition is analogous to the price Phillips eurv

The monetary policy rule reacts to inflation, the output gag the change in the output gap
and incorporates partial adjustment:

Ry = pRi—1 + (1 — p)(Pnams + d2xt) + dna (v — 1) + 17" (16)

r;’ is @ monetary policy shock that follows an AR(1) process. dtiput gapr, is defined as the
log difference between output and potential output.

Potential output is described by an allocation without maahrigidities, i.e. with flexible prices
and wages, without financial frictions, and without ine#fiti price and wage mark-up shocks and
financial friction shocks. This allocation is obtained bitisg &, = 0, £, = 0, €/ = 0 ande}’ =0
and replacing equations (4), (5), and (6) with

a5t = Qb [T];,t—f—l] + (1= q) B [qpu] — rpe + €, (17)

whereq; = r¥/ (rf +1-— 5). The f subscript denotes that this allocation refers to flexiblegsr
and wages and;; denotes the real natural interest rate. This allocatiorffisient except for the
constant inefficiency caused by monopolistic competition.

2.2 Estimation

The model is solved using the assumption of rational extieas In addition to equations (1) to
(17) measurement equations that relate the model variabthe data are added and these are given

by:

output growth =~ + 100 (y¢ — y¢—1 + 2¢) (18)
consumption growth = v + 100 (¢; — ¢i—1 + 2¢) (29)
investment growth =~ + 100 (i — 441 + 2¢) (20)
real wage growth =~ + 100 (wy — wp—1 + 2¢) (22)
hours = L, + 100L; (22)

inflation = m, + 1007, (23)

federal funds rate = R, + 100R; (24)
spread = SP, + 100E, [Rfﬂ — Rt] . (25)



T, R, L, andS P, denote the steady state level of inflation, the federal fuatks hours and the
spread.

| further include four measurement equations that link nhbdeed interest rate expectations
with those from financial market participants to accountlf@ zero lower bound on nominal inter-
est rates and the effects of forward guidance:

federal funds rate expectations;, = R, + 100E; [R; 1], k=1,..4. (26)

To make estimation feasible with these four additional meament equations | augment the model
with four anticipated monetary policy shocks. The monefaljcy shock process is thus given by:

4

it =t Y € (27)
k=1

¢ is a standard monetary policy shock, whefe~ N(0,02), ande;, , are anticipated monetary
policy shocks, wherej, , ~ N(O,O—;T). They are known to agents at time- k, but affect the
policy rule only at time.

The model is estimated using Bayesian techniques. | useathe prior distribution as in Del
Negro and Schorfheide (2013) and Del Negro et al. (2015) iBreéssentially also the same prior as
used in Smets and Wouters (2007), except for a wider pridrilgision for the steady state inflation
rate and additional priors for the financial friction paraems.

The sample goes from the first quarter of 1959 to the fourthtquaf 2015. The data series
on per capita real output growth, consumption growth, itmesit growth, wage growth, inflation
and the federal funds rate are constructed as in Smets antel&/@2007). Following Del Negro
et al. (2015) | use the difference between the Moody’s Seab@aa Corporate Bond Yield and
the 10-Year Treasury Note Yield at Constant Maturity to nneashe spread. | further use different
measures of hours per capita that are described in the folipgections and are documented in
detail in the appendix. Interest rate expectations arentiken the Blue Chip Financial Forecast
Survey for the period from 1992 to 2011 and from the New Yor#'§&urvey of Primary Dealers
from 2011 onwards. Interest rate expectations prior to ¥982reated as unobserved.

Due to the nonlinearity in the structural parameter veétone calculation of the likelihood
is not straightforward. The Kalman filter is applied to thatstspace representation to set up
the likelihood function. Combining the likelihood with tha@iors yields the log posterior ker-
nel InL(0]ys¥, ..., ye) + Inp(0), whereys®s denotes the vector of observable variables, that is
maximized overd using numerical methods to compute the posterior mode. ®Bleepor dis-
tribution of the parameters is a complicated nonlinear tioncof the structural parameters. The
Metropolis-Hastings algorithm offers an efficient methodderive the posterior distribution via
simulation. Details are provided for example in Schorfeg@000). | compute 500000 draws from
the Metropolis-Hastings algorithm and use the first 2500the$e to calibrate the scale such that
an acceptance ratio of 0.3 is achieved. Another 25000 dresvdisregarded as a burn in sample.
Priors and posterior estimates are documented in the appdéddtput gap estimates shown in the
different figures in this paper show the posterior mean obtitput gap.



3 Hours per Capita Measures and Output Gap Estimates

In the following, | document that the dynamics of the moda$éd output gap estimates depend
crucially on the dynamics of observable hours per capitastiagy that the importance of the labor
wedge in standard DSGE models is the reasons for this clalse li

3.1 The Close Link Between the Output Gap and Hours per Capita

Figure 1 shows in the upper panel two output gap series bastteastimated model. The output
gap series shown as a solid line is based on a version of thelmtbere hours per capita are mea-
sured using average weekly hours in the nonfarm business sealtiplied with the ratio of civilian
employment of persons 16 years of age and older and theacivibninstitutional population. This
is probably the most widely used measure of hours per cap#atimated DSGE models (see, e.g.,
Smets and Wouters, 2007; Christiano et al., 2011, among rodrgys). The second output gap
series is shown as a dashed line and is based on an updatieth wdithe hours per capita series by
Francis and Ramey (2009). Both hours per capita measureshawa in percent deviations from
the mean in the lower graph.

The hours series by Francis and Ramey (2009) is adjuste@étoral and demographic shifts
that standard DSGE models like the one used in this paper tdacoount for. The series accounts
for sectoral shifts in hours worked between the private amdlip sector by simply using total
hours instead of hours in the private sector. Further, maighours per capitél; are adjusted for
the cumulated chain-weighted changes in hours that areeddnsdemographic trends to yield a
corrected seriesl*"**4- via the following formula:

demo.adj. L[S hir 4 hira
H, =H - > [Z (f) (0ir — H’i,T—l)] ; (28)
T=tg Li=1
whereh; ; denote hours per capita by age-graup periodt, andé; ; denotes the share of age-group
1 of the noninstitutional population ages 16 and over. Thigragch has been originally suggested
by Shimer (1998) to correct the unemployment rate for deequigic trends caused by the baby
boomer cohort. | use the same eight age groups as in FrartiRamey (2009): 16-17, 18-21,
22-24, 25-34, 35-44, 45-54, 55-64, and 65 and older. Alsothkr aspects of the computation
follow exactly Francis and Ramey (2009) and | also use Cedatssfrom the integrated public use
microdata series (IPUMs) so that the series shown in figueplicates their adjustment of hours
per capita and updates their series until the end of 2015iBabout the data sources (in particular
regarding the update beyond the sample from Francis andjameé computational details can be
found in the appendix.

From comparing the upper and the lower graph of figure 1 itearcthat the dynamics of the
estimated output gap series are closely related to the dgaarfthe hours per capita measures. The
correlation coefficients between the estimated output gapsand the hours per capita measures
are 0.93 for the nonfarm business sector hours measure 8fb0the series based on Francis and
Ramey (2009), respectively. Further, the differences betwthe two hours per capita measures are



reflected by the output gap estimafeSor example, the nonfarm business sector hours series shows
a persistent negative deviation from the mean followinggtobal financial crisis of 2008/2009,
while the hours series based on Francis and Ramey (2009)ajhadeturns to its mean towards the
end of the sample. Very similar dynamics can be seen for gpemive output gap measures.

Output Gap

101 average hours NFBS * empl./pop "
— — — Francis and Ramey (2009) \

-10¢ J ] ] L]

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Hours per Capita (% deviation from the mean)
T T T T T T T T T T T T
aver. hours NFBS * empl./pop.
— — — Francis and Ramey (2009)
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| | |

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Notes: The upper graph shows model-based output gap essirffaisterior mean) based on average hours per capita
in the nonfarm business sector multiplied with the employtypopulation ratio (solid line) and the sectorally and
demographically adjusted hours per capita series by FFaral Ramey (2009) (dashed line). Both hours series are
shown in percent deviation from the mean in the lower graprayGhaded bars indicate recessions as defined by the
NBER.

Figure 1: Hours and Output Gap Estimates

20verall, the differences between the two hours series anihthlied differences between the two output gap series
are relatively modest. If one would instead compare pertadyuiurs in the private sector (rather than the measure based
on average hours in the non-farm business sector multiplifdthe employment-population ratio) to demographically
adjusted per capita hours in all sectors as is done in FramcisRamey (2009), the differences would be much larger.
For the purpose of this paper it is, however, more useful tagmn the measure of hours that is most widely used as an
observable for estimating DSGE models.
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3.2 The Output Gap, the Labor Wedge and Hours per Capita

In order to understand why there is such a strong link betwleedynamics of hours and the output
gap, | closely follow Sala et al. (2010) who first analyse hbe dutput gap and the labor wedge
are connected and in a second step how the labor wedge id liokeurs per capita.

The output gap measures general inefficiencies in the spidkg, sticky wage and financial
friction allocation, whereas the labor wedge measuresifsgadly inefficiencies in the allocation
of labor. The labour wedge is defined as the deviation of Hmld&s marginal rate of substitution
between consumption and leisure from the firms’ marginatiped of labor. Labor would be ef-
ficiently allocated if the marginal rate of substitution ebequal the marginal product of labor.
Any deviations that are measured by the labor wedge areftermefficiencies in the allocation
of labor (see e.g. Chari et al., 2007).

The marginal rate of substitution is given by:

mrsy = o1 Ly — &, (29)

where¢, = ——-—[c; — he 7(c;—1 — 2)] denotes the marginal utility of consumption. The
marginal product of labor is given by:

mply = (k] — Ly). (30)
Hence, the labor wedge is:
wedgey = mrsy — mply (32)
= (o +a)l — & — ok} (32)
= (on+a)(Le—Lgy) — (& —&pt) — (kts - kfft) ) (33)

where the last line uses the fact that the labor wedge is petiwei allocation with flexible prices
and wages and without financial frictions and inefficient knap shocks.
The output gap:; can be written as:

Tt =Yt —Yft

(34)
= @[ (k — kp) + (1 - ) (Lo — Lya)].

One can combine equations (33) and (34) to show the conneatitveen the output gap and
the labor wedge:
11—« Oé(l + O’l)

3 d -
Tt ot o wedgey + (& — &p.e) + — 4

(ki — k3| - (35)

Figure 2 shows the output gap and its components accordieguation (35). It is visible that
the largest part of the inefficiencies that are measured &yothput gap are related to the labor
wedge. The correlation between the output gap and the labdgevis 0.96. The figure is based
on the version of the model in which observable hours peta@pe measured using average hours
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in the nonfarm business sector (solid line, figure 1), butdibee connection between the output
gap and the labor wedge also holds when using alternativenaddise hours per capita measures.
In simpler models without physical capital, governmentrgfieg, fixed costs in production, and

consumption habits, the output gap and the labor wedge a&m exactly proportional (see Sala
etal., 2010).

z; (Output Gap) P1=2yedge, (Labor Wedge)

a+to;

1960 1970 1980 1990 2000 2010 1960 1970 1980 1990 2000 2010

@i;f;l (& — &¢+) (Marginal Utility Gap) @Oﬁ%ﬁfj)(kf - k;vt) (Capital Services Gap)
10} ' ' ' ' 10} ' ' ' ' '

-10} | -10}
1960 1970 1980 1990 2000 2010 1960 1970 1980 1990 2000 2010

Figure 2: The Output Gap and its Components

The graph also shows that the dynamics of the labor wedgel@sely linked to the NBER
defined recessions. The gap for the marginal utility of comsion is negatively correlated with
the output gap and much smaller than the labor wedge. Fjtlalycapital services gap is positively
correlated with the output gap, but very small.

Having shown that most inefficiencies captured by the oujpptare caused by inefficiencies in
labor as measured by the labor wedge, | turn now to the ralatdween the labor wedge and hours
per capita. Figure 3 plots the different terms of equatid?).(®ne can see that the labor wedge is
mainly explained by the dynamics of hours per capita. Maginility of consumption also plays
some role, though a much smaller than hours per capita, whipéal services are unimportant
for the labor wedge. The correlation between the labor wedgkehours per capita is 0.92. Sala
et al. (2010) show that in a simpler model without capitalyagament spending, fixed costs in
production, and consumption habits, the labor wedge is exaatly proportional to hours per
capita.

One can further show that the labor wedge is dominated byyhardics in the marginal rate
of substitution, while the dynamics of the marginal prodofckabor are much smaller. As the real
wage is acyclical it follows that the wage mark-up is the mzanse for the inefficient allocation
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Figure 3: The Labor Wedge and its Components

of labor, while the price mark-up plays a minor rél&imilar results have been found for example
by Gali et al. (2007) and Sala et al. (2010). Thus, the irefitccomponent is mainly caused by
inefficient wage mark-up shocks and wage rigidities. Theseaeded to reconcile the volatile and
strongly procyclical movements of hours and the more stabtbacyclical real wagés.

Overall, the analysis shows that most dynamics of hours qgtacare interpreted by standard
DSGE models as being inefficient and therefore hours petacapé the main determinant of the
labor wedge. As most inefficiencies in the model are due tartbificient allocation of labor, the
labor wedge is the main determinant of the output gap. Heniseyery important to measure hours
per capita precisely. Dynamics that are caused by an inggreneasurement of hours per capita
will be interpreted by the model as inefficiencies in the talmarket and will hence be reflected in
the labor wedge and will distort the estimated output gap.

4 Low Frequent Trends in Hours per Capita

I will now show that standard measures of hours per capitantisstimated output gap estimates
and that this can be fixed by adjusting hours per capita forftequent sectoral and demaographic
shifts that the model cannot explain.

3The labor wedge is related to the wage and price markegpand ?) as follows: wedge: = (mrs; —w;:) +
(we —mple) = = (i + p7).-

4Many economists argue that the large role of wage mark-upkshio explaining recessions is unsatisfactory (see,
e.g., Shimer, 2009). DSGE models in which wage mark-up shpt&y an important role (the wage mark-up shock
explains in the model by Smets and Wouters (2007) 20 perdetfiteovariance in output and over 50 percent of the
variance in inflation at a 10-quarter horizon) are neveetselfrequently used in applied work. Therefore, the goal of
this paper is studying how one can avoid distortions in esttith output gaps in these models rather than contributing to
solving the general well-known problems with some assupngtand features of these models.
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Figure 4 shows three different hours per capita measuresdifext comparability of the dif-
ferent hours series | focus on aggregate hours divided bgdpalation rather than the previously
used measure based on average weekly hours (see sectiam@ figThis has also the advantage,
that the shown hours measures are exactly the same as useahirisFand Ramey (2009). So,
the following results are directly comparable to their el and in addition the figure shows the
implications of an update of their proposed hours adjustrbegond the global financial crisis of
2008/20009.

Hours per Capita (% deviation from the mean): Effects of Sectoral Shifts

T T T T T T T T T T T T

10: —— total hours z

\ | — — — - private business sector
M,

| | | | | | | | | | \I,

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Hours per Capita (% deviation from the mean): Demographic Effects
T T T T T T T T T T T T

total hours
----- total hours, demograph. adj.

10

-10

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Figure 4: Different Hours per Capita Measures

The upper graph focusses on the role of sectoral shifts @ntbasurement of hours by com-
paring total hours per capita (solid line) with hours peritzajm the private business sector (dashed
line). I can see large differences between private and hotads in the 1960s, which diminish after-
wards because of a decline of private hours as a share ohtmias. This sectoral shift is analysed
in detail in Francis and Ramey (2009). However, also betv@y and 2015, which is after the
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end of the sample analysed by Francis and Ramey (2009), diffgeences between private and
total hours are visible so that private hours are an inateungasure of total hours per capita.

The lower graph focusses on the role of demographic shiftobyparing total hours per capita
(solid line, same series as in the upper graph) with totatdhidemographically adjusted using the
formula described in equation (28). It is visible that demagpic shifts contributed to the large
decrease in total hours in the 1970s and the increase in hotlre 1990s. The graph also shows
that demographic shifts have contributed to the persistectine of hours after the global financial
crisis of 2008/2009 and that without demographic shiftsrhqer capita would have moved more
quickly back towards their long-run mean. Overall, the dyits of the demographically adjusted
total hours series are muted compared to the unadjusted serich means that demographic trends
lead to dynamics of hours that could falsely be interpretedyalical movements.

4.1 Sectoral Shifts in Hours per Capita

In the following | analyse the sources of sectoral and deaqagc shifts in more detail. Francis
and Ramey (2009) have already shown that the differencedeetyprivate and total hours over time
is mainly caused by the decrease in hours in the private rsasta share of total hours from the
1950s to the 1970s and an increase in government hours anith &t non-profit sector as a share
of total hours during the same time. | focus therefore on thstrecent period from 2005 to 2015
that has not been analysed, yet.

During the global financial crisis hours in the private sediecreased by about 10%. However,
using only hours for the private sector would lead to an ateration of the decline in per capita
hours. Total hours decreased by about 7.5%. The differendee to government hours, which
roughly remained constant, and hours in the non-profit seettich even increased by 3% percent
during the global financial crisis. For comparability witietgraphs in Francis and Ramey (2009),
figure 5 shows hours in the private, government, and nontwefitor as a share of total hours. It
is visible that while the share of private hours decreasddtantially during the global financial
crisis, the share of government and non-profit hours inetasthe same time.

Government Non-Profit Private Business
17 77
9
16 J-N 76
8
15 75
7
14 74
2005 2010 2015 2005 2010 2015 2005 2010 2015

Figure 5: Hours Worked by Sector (Percentage of Total)

During the recovery, focusing on private hours would yietdawveroptimistic picture of the
return of hours worked towards their long-run mean. Totalrhdncreased more slowly than hours
in the private business sector, which is visible in figurerbtigh the increase in the share of private
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hours after 2010. Hence, sectoral shifts lead to an ovarastn of fluctuations in hours worked
during and after the global financial crisis if one focusseshe private business sector only instead
of using total hours.

4.2 Demographic Trends

Figure 6 shows the age composition of the working-age pdtipalaver time. As demonstrated by
Francis and Ramey (2009) there are large changes over tinseddy the baby boomer cohort.
This cohort let to an increase in the fraction of individuaddween ages 16-21 between about 1955
and 1985 and a decrease in the fraction of prime age indididages 22-64) around the same time.
As young workers work substantially less hours than primeagrkers this decreased aggregate
per capita hours. Afterwards, the baby boomer cohort ise@ahe fraction of prime age workers
in the working-age population which contributed to the ¢afgcrease in per capita hours in the
1990s. These demographic effects on aggregate per capits Wwere visible in the lower graph of
figure 4.
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0.16f
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— 141 .. L e —————
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Ages 22-64 Ages 55-64
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— e ——————————
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Figure 6: Age Composition of Population (Percentage of Rdijmn Ages 16 and Over)

For current and future aggregate per capita hours, the shatder workers who have already
retired or will retire over the next decade is more interestiThe share of individuals aged 65 and
over has increased over time and an acceleration of thisnaptnend is visible since 2006 (graph
on the upper right of figure 6). Since then the share has isetetom 15.9% to 18.8% reflecting
the beginning of the retirement wave of the baby boomer dofidre share of prime age workers
has declined from 73.0% in 2006 to 71.1% in 2015. Hence, ttieeneent wave of baby boomers
is a major factor in explaining the persistent decline inraggte per capita hours after the global
financial crisis. The lower panel of figure 4 showed that adjggtotal hours for this demographic
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trend accelerates the return of hours per capita to theg-tan mean after the global financial
crisis?

The baby boomer cohort is typically defined as those born éetwi946 and 1964. So, in
2015 baby boomers are between 51 and 69 years old. Hencggedtaction of the baby boomer
cohort has not retired, yet. The lower right graph of figuréhéves that the share of individuals
aged between 55 and 64 has increased over recent years eweihano that of individuals aged
65 and older. The population share of individuals aged betwib and 64 has steadily increased
from 10% in the mid-1990s to 16% in 2015 so that the retirermexvte of the baby boomer cohort
will continue and intensify over the next decade and theesbprime age workers will decrease
further with possibly large effects on aggregate hours ppita.

4.3 Sectoral Shifts, Demographic Trends and Output Gap Esthates

Finally, | analyse to which extent the above documentedosaicshifts and demographic trends
affect hours per capita since 2005 and in turn model-basgglibgap estimates. Figure 7 shows
in the graph on the right four different hours per capita meas hours in the private sector (solid

line), total hours (dashed line), total hours with demobieal adjustment (dashed-dotted line) and
average hours in the nonfarm business sector multiplied thid employment-population ratio as

used, for example, in Smets and Wouters (2007) (dotted. lifde graph on the left shows the

respective model-based output gap estimates for usingiffieeetit hours per capita measures as
observable.

Output Gap Hours per capita (% deviation from mean)
4r private sector
ol o — — —total I
RPN " total, demo. adj
O~ Sy | avg. hours NFB;+

4l— : : : : 4l— : : : :
2006 2008 2010 2012 2014 2016 2006 2008 2010 2012 2014 2016

Figure 7: Output Gap Estimates and Hours (2005-2015)

First, it is visible that sectoral shifts have a large effeataggregate hours per capita during
and after the financial crisis. Between 2008 and 2010 houtiseirprivate sector decreased much

5The changes in average hours worked by the different agg@gmannot compensate for the change in the population
structure. Hours worked by individuals aged 65 and over lrau@ased only slightly from 4.5 hours per week in 2006
to 5.5 hours per week in 2014, while those of prime age workees decreased from 29.9 in 2006 to 28.6 in 2014.
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more than total hours and remained also lower afterwardturin the estimated output gap based
on hours in the private sector falls up to -12% during the firelrcrisis and is still highly negative
at about -6% in 2015, while the output gap based on total hanigsdecreased to -7%. However,
also the output gap based on total hours remains persisteghtive and is at about -3% in 2015.

Second, the retirement wave of the baby boomer cohort hasgya &dfect on hours. Both,
unadjusted and demographically adjusted total hours deedeup to about 8% below their long-
run mean in 2010. However, unadjusted hours remained higidative and are still 4% below
their long-run mean in 2015, while demographically adjddteurs increased faster and are only
2% below their long-run mean in 2015. The demographic effentthe estimated output gaps are
even larger. The output gap based on total unadjusted heusapita reached its trough at -7% in
2010. According to this measure output is still 3% below pt& in 2015. The output gap based
on demographically adjusted hours decreased up to -6% i@ aAd has gradually shrunk since.
According to this measure, slack in the US economy has cdeipldisappeared in 2015.

Hence, not accounting for demographic trends leads to tbeifapression of a permanently de-
pressed economy since the global financial crisis, whileadigtthe output gap has already closed.
The output gap based on the demographically adjusted totaktseries is also much more in line
with output gap estimates based on simpler state space snaaithe output gap estimates by the
Congressional Budget Office as documented in Kiley (2018 lzaubach and Williams (2015),
than the permanently negative output gap estimates that I@en found in the DSGE literature
(see, e.qg., Barsky et al., 2014).

The differences between the output gap estimates baseduos indhe private business sector
and those based on total demographically adjusted hourseayelarge. However, usually not
hours in the private business sector are used to estimat&D®@els, but the most common hours
measure is based on average weekly hours in the non-farmessssector multiplied with the
employment-population rate (dotted line). Unfortungtalgo for this measure | can see that hours
are lower than total hours in all sectors and demographicadjusted total hours in all sectors.
Hence, output gap estimates based on average hours in thiamomusiness sector multiplied
with the employment-population rate have been too low dfterfinancial crisis because they do
not account for the dynamics of hours in the public sectorthadeginning of the retirement wave
of the baby boomer cohort. This output gap measure impliasdhtput is 5% below potential
output in 2015, while the output gap based on hours in albsgetdjusted for demographic trends
has already closed.

5 Conclusion

| have demonstrated the importance of precisely measugggegate hours per capita used as an
observable in the estimation of macroeconomic models. Anaish between data measurement
and model assumptions can distort model-based analygiariicular, low-frequent movements in
hours per capita that are not accounted for by the model Eyanterpreted through the model’'s
lens as inefficiencies in the allocation of labor and are m &rroneously included in the output
gap. | show that this is a particular serious problem in stethd SGE models as in these models
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the dynamics of observed hours are the main determinanttpéibgap dynamics.

Sectoral shifts in hours between the private and publicosesnid the large share of young
workers who work much less hours than prime age workers deetchours per capita in the private
sector in the 1970s and 1980s. Standard models do not ins&aleral shifts in hours and different
age cohorts, so that low aggregate per capita hours leadtmwo output gap estimates during
that time when using unadjusted private hours as an obden@imilarly, the large increase in the
share of prime age workers among the working-age populdtioimg the 1990s caused by the baby
boomer cohort let to a large increase in aggregate hourspéaand too large model-based output
gap estimates.

Private hours decreased more than total hours during tihalkfimancial crisis of 2008/2009 so
that using private hours as an observable leads to an oveskirpistic view regarding the output
gap during that time. | further show, that the financial erisiughly coincides with the beginning of
the retirement wave of the baby boomer cohort. This decseaggregate hours per capita because
the population share of individuals of ages 65 and over as@d and these work much less hours
than prime age workers. If one does not correct for this deapigc trend, estimates of the output
gap based on standard DSGE models are permanently nedgatiedlse global financial crisis.

| correct hours per capita instead for this important derapligic trend using the adjustment pro-
posed by Francis and Ramey (2009) to bring observable holirgeiwith the model assumptions.
The corrected hours series increases much quicker aftdindugcial crisis towards its long-run
mean and implies a gradually closing rather than a permareggative output gap after the global
financial crisis. | show, that the retirement of the baby beprohort will continue and intensify
over the next decade. Hence, to compute non-distorted Afbadeld output gap estimates in the
future, it will be crucial to adjust hours per capita for degraphic trends or to model different
demographic cohorts. Otherwise, DSGE model-based ougpuestimates will be erroneously low
for the next decade or so.
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Appendix A: Data Sources

Average Weekly Hours in the Nonfarm Business Sector

e Source: US. Bureau of Labor Statistics, Series ID: PRS832®6 This hours measure is
multiplied with the employment-population ratio to meashours per capita.

e Employment: Civilian Employment (based on civilian noningional population, persons
16 years and older), Source: US. Bureau of Labor StatisSieses ID: LNS12000000.

e Population: Civilian Noninstitutional Population (pensol6 years of age and older), Source:
US. Bureau of Labor Statistics, Series ID: LNU0O0000000.

Hours per Capita in the Private Business Sector

e Source: US. Bureau of Labor Statistics, available at:
http://lwww.bls.gov/Ipc/speciatequests/ugotal hrs emp.xlIsx, one needs to add up the hours
series for the nonfarm business sector and for the farmrsecto

e Population: Civilian Noninstitutional Population (seesdeption above).

Total Hours per Capita all Sectors

e Source: US. Bureau of Labor Statistics, available at:
http://lwww.bls.gov/Ipc/speciatequests/usotal hrs emp.xIsx.

e Population: Noninstitutional Population (sum of civiliamoninstitutional population and
armed forces)

— Civilian Noninstitutional Population (see descriptioroa®).
— Armed Forces: Data until end of 2011 is taken from data caostd by Cociuba et al.
(2012); Data from 2012 onwards is taken from the Defense Mapp Data Center:

https://www.dmdc.osd.mil/appj/dwp/dweports.jsp (Active Duty Military Personnel
by Service by Rank/Grade).

Total Hours per Capita all Sectors, demographically adjused

e Until the fourth quarter of 2007 the series from Francis arinRy (2009) is used. It is
available on Valerie A. Ramey’s website: http://econwebdiedu/ vramey/research/Francis-
RameyJMCB Data 09.xls. | have replicated the series and got almost iddmigabers.

e Data for Total Hours per Capita all Sectors is described abov
e Data for the demographical adjustment (from 2008 onwards):
— Population shares of different age groups: US Census Bufemwual Data is interpo-
lated to quarterly:

x 2008-2009: https://www.census.gov/popest/data/ietesal/national/nat2010.html.

x 2010-2014: https://lwww.census.gov/popest/data/nakiasrh/2014/index.html.

x 2015 (Projection):
https://www.census.gov/population/projections/feeshmary/NP2014-T9.xIs.

— Average hours of different age groups: | use Census data finenintegrated public
use microdata series (IPUMs) based on the yearly Americann@amity Survey from
2007-2014 (Ruggles et al., 2015).
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Calculating average hours worked per week: For each ingiidl multiply the
number of hours per week (UHRSWORK) with the number of weegked and
divide the result by 52. Afterwards, | take the mean for allividuals of each age
group.

The exact number of weeks worked (WKSWORK1) is only avadalnhtil 2007.
Afterwards, only intervals of the number of weeks workedaralable in IPUMS
(WKSWORK?2). For 2007 WKSWORK1 and WKSWORK2 are availableoin-
pute for 2007 for each age group the mean of WKSWORKL1 for eatdmial
WKSWORK2. | then use this number as a proxy of the number okaeerked
for each interval WKSWORK?2 for the years after 2007.

For 2015 | approximate average hours worked by the diffemgatgroups with the
values from 2014.

Annual data is interpolated to quarterly.
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Appendix B: Estimated Parameters

Table 1: Estimated Structural Parameters

Prior Posterior (Mean, 90% Interval)

Param. Density Mean St De\{/. Hours BS Hours Tot. H. Demo. Adj. Avg. H. NFBS

&p Beta 0.50 0.10 0.6994 0.6577 0.6696 0.6236
[0.6235,0.7738]  [0.5665,0.7437]  [0.5789,0.7552]  [03817188]

Lp Beta 0.50 0.15 0.2624 0.2618 0.2710 0.2941
[0.1413,0.3733]  [0.1535,0.3817]  [0.1480,0.3947]  [06684151]

Ew Beta 0.50 0.10 0.6882 0.6839 0.7062 0.6737
[0.6095,0.7767]  [0.5952,0.7813]  [0.6222,0.7900]  [08@27589]

Lw Beta 0.50 0.15 0.3246 0.2894 0.2567 0.3368
[0.1537,0.4883]  [0.1278,0.4417]  [0.1285,0.3903]  [04594935]

Beta 0.50 0.15 0.4574 0.4719 0.4973 0.4697
[0.3280,0.6111] [0.3225,0.6010] [0.3238,0.6352] [03806142]

Normal 1.25  0.12 1.1649 1.3253 1.3817 1.3898
[1.0688,1.2605]  [1.2038,1.4277]  [1.2488,1.4841]  [1.2485099]

10} Normal  4.00 1.50 3.4192 3.7680 3.7606 3.3620
[1.9032,5.0714]  [2.5880,5.0091]  [2.3854,5.1811]  [20@37139]

oc Normal 1.50 0.37 0.8333 0.7700 0.7125 0.8198
[0.6533,1.0216]  [0.6147,0.9258]  [0.5689,0.8518]  [06870749]

h Beta 0.70  0.10 0.5837 0.5919 0.6234 0.5664
[0.4735,0.6715]  [0.5099,0.6716]  [0.5457,0.7002]  [0@476755]

o Normal 2.00 0.75 1.7677 1.8237 2.1001 2.1884
[1.0857,2.3970]  [1.0168,2.6494]  [1.2954,2.9266]  [1930663]

Gr Normal 1.50 0.25 1.4154 1.4064 1.4165 1.4238
[1.2466,1.5526]  [1.2682,1.5641]  [1.2595,1.5532]  [1.8015729]

P Beta 0.75 0.10 0.7779 0.7657 0.7860 0.7727
[0.7409,0.8176]  [0.7252,0.8097]  [0.7503,0.8204]  [0Z®48121]

o Normal 0.12 0.05 0.0162 0.0175 0.0181 0.0224
[0.0003,0.0316]  [0.0031,0.0327]  [0.0006,0.0323]  [0.D@00417]

NS Normal 0.12 0.05 0.2123 0.2300 0.2259 0.2249
[0.1650,0.2633]  [0.1823,0.2749]  [0.1779,0.2733]  [0Q.802760]

T Gamma 0.75  0.40 0.9500 0.9264 0.9525 0.9554
[0.6937,1.2373]  [0.6557,1.2321]  [0.6409,1.2105]  [08a71989]

T Gamma 0.25 0.10 0.2348 0.2667 0.2879 0.2548
[0.1129,0.3601]  [0.1519,0.4305]  [0.1416,0.4111]  [0.2,053940]

L. Normal 0.00 2.00 0.2102 -0.0646 0.0063 0.2801
[-2.5510,3.0538] [-2.2094,2.2110] [-2.2255,2.0920] .(&72,2.4539]

5y Normal 0.40 0.10 0.4849 0.4249 0.3955 0.4436
[0.4426,0.5303]  [0.3827,0.4774]  [0.3606,0.4292]  [0.2004799]

a Normal 0.30 0.05 0.1486 0.1346 0.1420 0.1339
[0.1198,0.1810]  [0.1076,0.1651]  [0.1149,0.1690]  [09061608]

SP, Gamma 2.00 0.10 1.7850 1.7655 1.7602 1.7800
[1.6435,1.9133]  [1.6310,1.8916]  [1.6379,1.8825]  [14499206]

Csp,b Beta 0.05  0.005 0.0576 0.0579 0.0575 0.0569
[0.0512,0.0646]  [0.0518,0.0660]  [0.0498,0.0648]  [040B00645]

Notes: The table shows priors and posterior estimatesffereint observable hours measures. Hours BS: hours in the
private business sector, Hours Tot.: hours in all sectorBeé#no. Adj.: hours in all sectors demographically adjusted
Avg. H. NFBS: average weekly hours in the nonfarm busineswsenultiplied with employment-population ratio.
The discount factos is indirectly given through the steady state real interag:rg = (1/1 + r./100)). The
following parameters are fixedi = 0.025, g. = 0.18, ¢ = 1.5, €, = 10, ¢, = 10. The steady-state default
probability of entrepreneurs 8, = 0.03 and their survival rate is. = 0.99.
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Table 2: Estimated Shock Process Parameters

Prior Posterior (Mean, 90% Interval)
Param. Density Mean St De\{/. Hours BS Hours Tot. H. Demo. Adj.  Avg. H. NFBS
o InvG 0.10 2.00 0.6079 0.5334 0.5277 0.5246
[0.5603,0.6603]  [0.4859,0.5880]  [0.4704,0.5769]  [0.4805717]
ob InvG 0.10 2.00 0.0210 0.0220 0.0222 0.0230
[0.0171,0.0250]  [0.0182,0.0258]  [0.0183,0.0263]  [0.DDB0271]
o4 InvG 0.10 2.00 2.7563 2.8206 2.8476 2.6865
[2.5247,2.9979]  [2.5959,3.0647]  [2.5828,3.0515]  [287298979]
g InvG 0.10 2.00 0.3920 0.3659 0.3740 0.3967
[0.3036,0.4821]  [0.3149,0.4183]  [0.3088,0.4459]  [0BD64716]
or InvG 0.10 2.00 0.1726 0.1796 0.1793 0.1748
[0.1418,0.1990]  [0.1565,0.2054]  [0.1555,0.2059]  [02471983]
op InvG 0.10 2.00 0.1593 0.1573 0.1562 0.1679
[0.1360,0.1837]  [0.1351,0.1805]  [0.1345,0.1778]  [0.1481917]
Ow InvG 0.10 2.00 0.4152 0.4126 0.4040 0.4226
[0.3693,0.4620]  [0.3653,0.4699]  [0.3572,0.4464]  [03654801]
Cou InvG 0.05 4.00 0.0647 0.0638 0.0644 0.0633
[0.0579,0.0707]  [0.0579,0.0693]  [0.0585,0.0706]  [0DB70690]
o1,r InvG 0.10 2.00 0.0755 0.0769 0.0766 0.0774
[0.0633,0.0881]  [0.0633,0.0901]  [0.0635,0.0894]  [00©50890]
o2,r InvG 0.10 2.00 0.0593 0.0581 0.0588 0.0598
[0.0475,0.0724]  [0.0446,0.0705]  [0.0459,0.0726]  [0.DA60742]
o3,r InvG 0.10 2.00 0.0355 0.0360 0.0363 0.0364
[0.0308,0.0398]  [0.0314,0.0403]  [0.0314,0.0415]  [08810408]
o4,r InvG 0.10 2.00 0.0466 0.0443 0.0431 0.0436
[0.0384,0.0550]  [0.0375,0.0511]  [0.0363,0.0492]  [08®60503]
Pz Beta 0.50 0.20 0.9825 0.9770 0.9645 0.9726
[0.9725,0.9935] [0.9629,0.9922] [0.9431,0.9864] [0.3529901]
Pb Beta 0.50 0.20 0.9868 0.9876 0.9884 0.9881
[0.9788,0.9945]  [0.9802,0.9951]  [0.9812,0.9956]  [0.D809956]
Pg Beta 0.50 0.20 0.9816 0.9824 0.9802 0.9852
[0.9688,0.9950]  [0.9714,0.9951]  [0.9658,0.9939]  [0.BDEI953]
pi Beta 0.50 0.20 0.9045 0.8953 0.9053 0.9039
[0.8678,0.9475]  [0.8612,0.9320]  [0.8697,0.9393]  [08669440]
or Beta 0.50 0.20 0.4071 0.4122 0.3964 0.4259
[0.3386,0.4830]  [0.3500,0.4809]  [0.3361,0.4588]  [083B84907]
Pp Beta 0.50 0.20 0.9835 0.9615 0.9350 0.9792
[0.9717,0.9961]  [0.9352,0.9924]  [0.8877,0.9810]  [09629968]
Pw Beta 0.50 0.20 0.9564 0.9599 0.9544 0.9492
[0.9389,0.9757] [0.9422,0.9776] [0.9358,0.9739] [02P89715]
Pow Beta 0.75 0.15 0.9940 0.9925 0.9923 0.9927
[0.9888,0.9998]  [0.9854,0.9996]  [0.9847,0.9996]  [0.5®69995]
Mp Beta 0.50 0.20 0.7445 0.7518 0.7657 0.7957
[0.6446,0.8489]  [0.6485,0.8557]  [0.6536,0.8734]  [08050041]
Nw Beta 0.50 0.20 0.8388 0.8543 0.8585 0.8242
[0.7662,0.9101]  [0.7929,0.9203]  [0.8015,0.9167]  [0ZB68926]
Mg,z Beta 0.50 0.20 0.3140 0.3560 0.3738 0.5139
[0.0600,0.5380]  [0.0872,0.6106]  [0.1123,0.6330]  [02D18298]

Notes: The table shows priors and posterior estimatesffereint observable hours measures. Hours BS: hours in the
private business sector, Hours Tot.: hours in all sectorBeé#no. Adj.: hours in all sectors demographically adjusted
Avg. H. NFBS: average weekly hours in the nonfarm busines®senultiplied with employment-population ratio.
The differento-parameters denote the standard deviation of the strlistuvaks and the-parameters the autocorre-
lation parametersz: technologyb: risk-premium,g: government spending; marginal efficiency of investment;
monetary policyp: price mark-upw: wage mark-upg.,: spread.n, andn,, denote the additional MA-parameters
in the price and wage mark-up ARMA shock processgs. denotes the reaction of government spending to the
technology shocksy, -, k = 1, ..., 4, denote the standard deviations of anticipated monetdigypghocks.

25



